
Vision-Language Models
Part I: 

Representation learning 
CLIP



Introduction

From zero-shot Transfer to 
representation learning
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Multitask Learning

Fine-tuning

Domain adaptation-
adversarial training

Zero-shot learning

Not considered here

Not considered here



Zero-shot Learning

• Source data: 𝑥! , 𝑦!

• Target data: ∅ usually same domain
Different 

tasks
Training data

cat dog

𝑥!:

𝑦!:

…

…

𝑇𝑒𝑠𝑡	𝑡𝑖𝑚𝑒	𝑥":
=> Fish class!

𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔	𝑡𝑖𝑚𝑒 ∶
+  Class 
Information



Zero-shot Learning

• Representing each class by its attributes

furry 4 legs tail …

Dog O O O

Fish X X O

Chimp O X X

…

sufficient attributes for one 
to one mapping

class

+
Database attributes

NN

Training

NN

furry 4 legs tail furry 4 legs tail
1 1 11 0 0

…



Zero-shot Learning

• Representing each class by its attributes

furry 4 legs tail …

Dog O O O

Fish X X O

Chimp O X X

…

class

attributes

Find the class with the most 
similar attributes

Testing

sufficient attributes for one 
to one mapping

furry 4 legs tail
0 0 1

NN



Zero-shot Learning

• Attribute embedding + class (word name) 
embedding

What if we don’t 
have attribute 
database

Embedding Space

dog
chimp

fish



Zero-shot Learning

• Attribute embedding 

Embedding Space

y2 (attribute 
of dog)x1

x2

x3

y1 (attribute 
of chimp)

y3 (attribute of 
Fish)

𝑓 x2

𝑓 x2

𝑔 y3

𝑔 y2

𝑓 ∗ and g ∗ can be NN. 
Training target:

𝑓 xn and 𝑔 y𝑛 as 
close as possible 

𝑓 x3

𝑔 y1

yi are linked together by a class relationship (e.g. class name embedding as W2v)



More on Vision-Language:
Representation Learning

Embedding Space

dog
chimp

fish



CLIP: Vision + Language Models (VLM)
[Learning transferable visual models from natural language supervision. Radford/Sutskever ICML, 2021]

Embedding Space

A dog runs in 
the garden

Chimp sits 
against the wall

a pretty orange 
fish swims with 
other fishes



Dual architecture: Text encoder + Image encoder

CLIP: Vision + Language Models (VLM)

A dog runs in 
the garden

ResNet
ViT

Transformers



Learning strategy
Training	set: 𝐴 = { 𝐈!, 𝐓! }!	of	image/caption	pairs	(coherent!)
Massive Text+Image =400M pairs to train the model (from the Internet)
Contrastive loss for training: positive pair vs negative one or set 
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Learning strategy
Training	set: 𝐴 = { 𝐈!, 𝐓! }!	of	image/caption	pairs	(coherent!)
Massive Text+Image =400M pairs to train the model (from the Internet)
Contrastive loss for training: positive pair vs negative pair or more 

CLIP: Vision + Language Models (VLM)

(contrastive) Triplet loss: A variant of the standard margin based loss (SVM)

• Triplet (𝐈, 𝐓, 𝐓′) (Batch = 3)

• Anchor: 𝐈 (E.g image representation)

• Positive: T	(E.g associated caption representation)

• Negative: 𝐓′	(E.g contrastive caption representation)

• Margin parameter α

}TripletLoss(I, T, T′) = ma x{ 0, α	 + d I, T 	− d(I, T′)



Learning strategy: triplet loss

I

T

Tʹ

α

}TripletLoss(I, T, T′) = ma x{ 0, α	 + d I, T 	− d(I, T′)

Tʹ
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Learning strategy: triplet loss

I

T
Tʹ

α

}TripletLoss(I, T, T′) = ma x{ 0, α	 + d I, T 	− d(I, T′)



Learning strategy: triplet loss

ℒ 𝚯;ℬ =
1
𝐵
,
(∈*

max
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loss 𝑰( , 𝑻( , 𝑻+ 	

+ max
+∈.!∩*

loss 𝑻( , 𝑰( , 𝑰+

With	𝐶# (resp. 𝐷#) set of indices of caption (resp. image) unrelated 
to n-th element

Hard negative margin-based loss:

Loss for a batch	ℬ = { 𝐈#, 𝐓# }#∈%	of	image/sentence	pairs:	



Learning strategy: hard negative triplet loss
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Learning strategy: hard negative triplet loss
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Mining hard negative contrastive example:
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Massive Text+Image =400M 
pairs to train the model (from 
the Internet)
Contrastive loss for training

CLIP: Vision + Language Models (VLM)



CLIP: Vision + Language Models (VLM)

Pre-trained encoders = dual encoders (Text/Image) 
used for Zero-shot classifier, and other downstream tasks



A lot of variants ….



Vision-Language Models

Part II: 

VLMs using LLMs



Outline

1. From classification to detection, 
segmentation, …

2. Vision-Language Models in the era of  LLMs



(Visual) Transformers

ViT (Vision Transformers) architecture
=> Self attention encoder modules for classification



(Visual) Transformers

In ViT class embedding CLS token  
inserted along with the patch embeddings:
- helping the attention process
- preparing the vector to be fed to the 

classifier 

CaiT freezes the patch embeddings when 
inserting CLS:
- last part of the network (2 layers) 

dedicated to summarizing the 
information to be fed to the classifier

- save compute

Class Activation architecture



(Visual) Transformers for detection, segmentation, …

Design output for classification, detection, …

• CLS token for classification

• CaiT strategy: CLS to decode the embeddings
CaiT



(Visual) Transformers for detection, segmentation, …

Design output for classification, detection, …

• CLS token for classification

• CaiT strategy: CLS to decode the embeddings

• Extension to incremental classification task learning:

And for other type of output as detection?

CaiT

CLS 1

CLS 2

CLS 3

TAB: Task Attention Block



(Visual) Transformers for detection, segmentation, …

To summarize:



(Visual) Transformers for detection, segmentation, …

Transformers

[Vaswani et al. Attention is all 
you need NeurIPS 2017]

To summarize:



(Visual) Transformers for detection, segmentation, …

Just to complete the big picture
[Perceiver IO A General Architecture for Structured Inputs & Outputs ICLR22]



(Visual) Transformers for detection, segmentation, …

Output query array / Output array defines the downstream task: detection



(Visual) Transformers for detection, segmentation, …

Output query array / Output array defines the downstream task: segmentation … 



(Visual) Transformers for detection, segmentation, …

Input array = N cameras

BEVBEV

Output array = Bird Eye View (BEV) representation 

Merging by attention
Many Foundation models for Autonomous driving based on this framework



(Visual) Transformers for detection, segmentation, …

From Image to sentences!

Here are two 
sparrows on the 

beach at low 
tide
?



Outline

1. From classification to detection, 
segmentation, …

2. Vision-Language Models in the era 
of  LLMs

- Unimodal models with connection
- One model for all

Let’s restrict the problem here to Visual (+Language) as input and 

Here are two 
sparrows on the 
beach at low tide



Vision Encoder + LLM Decoder

Image as input, textual caption as output

Why this modeling? Because the best LLM ever designed (and the plug&play update if a new LLM is released)



Vision Encoder + LLM Decoder

Feature mapping module? 
A classic MLP, or:



Vision Encoder + LLM Decoder

Feature mapping module? 
A classic MLP, 
Or CaiT-like:



Vision Encoder + LLM Decoder

After feature mapping, feature injection!

1



Vision Encoder + LLM Decoder

After feature mapping, feature injection!

1

2



Vision Encoder + LLM Decoder

After feature mapping, feature injection! Here are two 
sparrows on the 
beach at low tide

1

2



Vision Encoder + LLM Decoder



Vision Encoder + LLM Decoder

Parameter efficient approaches: 
Leave the LLM and backbone frozen, 
Train the mapping on (very) limited training sets to obtain very good 

results

Simple design choices works best!
ie. passing all perceptual tokens at the input to the LLM

compress perceptual to a few “summary tokens”
4 times faster to train and on par results



Vision Encoder + LLM Decoder

Many things to do on top of (pretrained) foundations models (if/when available)
Leverage unimodal models to build efficient multimodal models works well

Efficient finetuning: parameter efficiency, data efficiency, …



Vision Encoder + LLM Decoder

How to get the best VLM?
Relax the efficiency constraint
1/ Build a huge multimodal dataset



Vision Encoder + LLM Decoder

How to get the best VLM?
Relax the efficiency constraint
1/ Build a huge multimodal dataset

+Add synthetized data …



Vision Encoder + LLM Decoder

How to get the best VLM?
Relax the efficiency constraint
1/ Build a huge multimodal dataset
2/ Train your best model:

Best architecture?
Vision encoder
Feature Mapping to the LLM input space 
Visual tokens (64 in our standard configuration) 
interleaved with the input sequence of text embeddings
LLM



Vision Encoder + LLM Decoder

Quantitative results:

Qualitative results:

Evaluation very important, not easy for Generative models



Vision Encoder + LLM Decoder
Qualitative results:



Vision Encoder + LLM Decoder
Qualitative results:



Conclusion -- Vision-Language framework
• Architectures/models

Transformers: the end?
Vision-Language interaction/representation

• Learning VLM: data, loss, optim., evaluation, 
generalization …

• Monitoring, explainability for VLM

And what models if output different from text only?



Outline

1. From classification to detection, 
segmentation, …

2. Vision-Language Models in the era of  
LLMs

- Unimodal models with connection
- One model for all

Here are two 
sparrows on the 
beach at low tide



1M4all

One model with: 
many inputs / many outputs / many tasks



1M4all
NeurIPS 2023/24


