
Vision-Language Models
Part I: 

Representation learning 
CLIP



Introduction

From zero-shot Transfer to 
representation learning
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Multitask Learning

Fine-tuning

Domain adaptation-
adversarial training

Zero-shot learning

Not considered here

Not considered here



Zero-shot Learning

• Source data: 𝑥𝑠, 𝑦𝑠

• Target data: ∅  usually same domain

Different 
tasks

Training data

cat dog

𝑥𝑠:

𝑦𝑠:

…

…

𝑇𝑒𝑠𝑡 𝑡𝑖𝑚𝑒 𝑥𝑡:
=> Fish class!

𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 ∶
+  Class 
Information



Zero-shot Learning

• Representing each class by its attributes

furry 4 legs tail …

Dog O O O

Fish X X O

Chimp O X X

…

sufficient attributes for one 
to one mapping

class

+
Database attributes

NN

Training

NN

furry 4 legs tail furry 4 legs tail

1 1 11 0 0

…



Zero-shot Learning

• Representing each class by its attributes

furry 4 legs tail …

Dog O O O

Fish X X O

Chimp O X X

…

class

attributes

Find the class with the most 
similar attributes

Testing

sufficient attributes for one 
to one mapping

furry 4 legs tail

0 0 1

NN



Zero-shot Learning

• Attribute embedding + class (word name) 
embedding

What if we don’t 
have attribute 
database

Embedding Space

dog

chimp

fish



Zero-shot Learning

• Attribute embedding 

Embedding Space

y2
 (attribute 

of dog)x1

x2

x3

y1
 (attribute 

of chimp)

y3 (attribute of 
Fish)

𝑓 x2

𝑓 x2

𝑔 y3

𝑔 y2

𝑓 ∗ and g ∗  can be NN. 

Training target:

𝑓 xn and 𝑔 y𝑛  as 
close as possible 

𝑓 x3

𝑔 y1

yi
 are linked together by a class relationship (e.g. class name embedding as W2v)



More on Vision-Language:
Representation Learning

Embedding Space

dog

chimp

fish



CLIP: Vision + Language Models (VLM)
[Learning transferable visual models from natural language supervision. Radford/Sutskever ICML, 2021]

Embedding Space

A dog runs in 
the garden

Chimp sits 
against the wall

a pretty orange 
fish swims with 
other fishes



Dual architecture: Text encoder + Image encoder

CLIP: Vision + Language Models (VLM)

A dog runs in 
the garden

ResNet
ViT

Transformers



Learning strategy
Training set: 𝐴 = { 𝐈𝑛, 𝐓𝑛 }𝑛 of image/caption pairs (coherent!)

Massive Text+Image =400M pairs to train the model (from the Internet)

Contrastive loss for training: positive pair vs negative one or set 

CLIP: Vision + Language Models (VLM)

A dog runs in 
the garden
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Learning strategy
Training set: 𝐴 = { 𝐈𝑛, 𝐓𝑛 }𝑛 of image/caption pairs (coherent!)

Massive Text+Image =400M pairs to train the model (from the Internet)

Contrastive loss for training: positive pair vs negative pair or more 

CLIP: Vision + Language Models (VLM)

(contrastive) Triplet loss: A variant of the standard margin based loss (SVM)

• Triplet (𝐈, 𝐓, 𝐓′) (Batch = 3)

• Anchor: 𝐈 (E.g image representation)

• Positive: T (E.g associated caption representation)

• Negative: 𝐓′ (E.g contrastive caption representation)

• Margin parameter α

}TripletLoss(I, T, T′)  =  ma x{ 0, α + d I, T − d(I, T′)



Learning strategy: triplet loss

I

T

T′

α

}TripletLoss(I, T, T′)  =  ma x{ 0, α + d I, T − d(I, T′)

T′
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Learning strategy: triplet loss
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T′
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}TripletLoss(I, T, T′)  =  ma x{ 0, α + d I, T − d(I, T′)



Learning strategy: triplet loss

ℒ 𝚯; ℬ =
1

𝐵
෍

𝑛∈𝐵

max
𝑚∈𝐶𝑛∩𝐵

loss 𝑰𝑛, 𝑻𝑛, 𝑻𝑚

+ max
𝑚∈𝐷𝑛∩𝐵

loss 𝑻𝑛, 𝑰𝑛, 𝑰𝑚

With 𝐶𝑛 (resp. 𝐷𝑛) set of indices of caption (resp. image) unrelated 
to n-th element

Hard negative margin-based loss:

Loss for a batch ℬ = { 𝐈𝑛, 𝐓𝑛 }𝑛∈𝐵 of image/sentence pairs: 



Learning strategy: hard negative triplet loss
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Learning strategy: hard negative triplet loss
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Mining hard negative contrastive example:
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Massive Text+Image =400M 
pairs to train the model (from 
the Internet)

Contrastive loss for training

CLIP: Vision + Language Models (VLM)



CLIP: Vision + Language Models (VLM)

Pre-trained encoders = dual encoders (Text/Image) 

used for Zero-shot classifier, and other downstream tasks



A lot of variants ….
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