
Vision-Language Models

Part II: 

VLMs using LLMs
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Promptable Concept Segmentation (PCS): given an image or short video (≤30 secs), detect, 
segment and track all instances of a visual concept specified by a short text phrase, image 
exemplars, or a combination of both. 
Concepts restricted to those defined by simple noun phrases (NPs) consisting of a noun and 
optional modifiers.
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The detector and tracker ingest vision-language inputs from an aligned Perception Encoder (PE) 
backbone
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The fusion encoder accepts the unconditioned embeddings from the image encoder and conditions them by 
cross-attending to the prompt tokens. 
The fusion is followed by a CAIT-like Perceiver-like DETR-like decoder, where learned object queries cross-
attend to the conditioned image embeddings from the fusion encoder.
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Noun-phrase prompts (when provided) are global to all frames of the image/video
Image exemplars can be provided on individual frames as positive or negative bounding
boxes to iteratively refine the target masks


