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MLIA	team:	
- About	35	researchers	and	PhD	students	(head	

P.	Gallinari)	on	Machine	Learning/	Deep	
Learning

- Computer	Vision	side:
- VQA:	MUTAN	paper	at	ICCV17	PhD	Hedi Benyounes

(with	HEURITECH)	and	Rémi Cadène (Labex SMART)
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Solving	this	task	interesting	for:
- Study	of	deep	learning	models	in	a	multimodal	context	
- Improving	human-machine	interaction
- One	step	to	build	visual	assistant	for	blind	people

Deep ML
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Context:	Vision	and	Language

@FeifeiLanguage	
description/complexity

Vision	and	Language:	from keywords	to	sentence	…
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Context:	Vision	and	Language

Learning	Cross-modal	Embeddings	for	Cooking	Recipes	and	Food	Images. A.	Salvador,…,	A.	Torralba.	
Computer	Vision	and	Pattern	Recognition	(CVPR),	2017



Context:	Vision	and	Language

Demo
Visiir.lip6.fr
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Context - Vision and Language MUTAN Experiments References

Visual Question Answering

Very complex task, that requires :

precise image and text models
high level interaction modeling

What color is the fire hydrant
on the right ? yellow

What color is the fire hydrant
on the left ? green

full scene understanding
reasoning
...

MLIA/LIP6 activities on Visual Question Answering 14/46
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Green
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Visual Question Answering

Very complex task, that requires :

precise image and text models
high level interaction modeling

What color is the fire hydrant
on the right ? yellow

What color is the fire hydrant
on the left ? green

full scene understanding
reasoning
...

MLIA/LIP6 activities on Visual Question Answering 14/46

What	color	is	the	fire	Hydrant	on	the	
right?

Yellow



woman
Different	answers

Similar	images

man

Who	is	wearing	glasses?

@VQA	workshop,	CVPR	2017

ÞNeed	very	good	Visual	and	Question	(deep)	representations
Þ Full	scene	understanding

ÞNeed	High	level	multimodal	interaction	modeling
ÞMerging	operators,	attention	and	reasoning



Vanilla	VQA	scheme:	2	deep	+	fusion

Question	Representation Image
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Fusion
Concat+	Proj
Element-Wise	
Concat+MLP
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VQA:	fusion
[Fukui,	Akira	et	al.	Multimodal	Compact	Bilinear	Pooling	for	Visual	Question	
Answering	and	Visual	Grounding,	CVPR	2016]	
[Kim,	Jin-Hwa et	al.	Hadamard	Product	for	Low-rank Bilinear Pooling,	ICLR	2017]

Bilinear	model:



VQA:	fusion
Learn	the	3-ways	Tensor	coeff.	

– Different	than	the	Signal	Proc.	Tensor	analysis	
(representation)

Need	to	reduce	the	Tensor	Size:
– Tucker	based	decomposition



MUTAN model for VQA

H. BenYounes, R. Cadene, M. Cord, N. Thome
MUTAN: Multimodal Tucker Fusion for Visual Question Answering.
In ICCV Subm., 2017.

VQA:	Attention	process	&	reasoning
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VQA:	Attention	process	&	reasoning
Winner	of	the	VQA	Challenge	in	CVPR	2017:



VQA:	Attention	process	&	reasoning
Many	initiatives	to	improve	datasets	
and	evaluate	reasoning	as:

VQA	v2.0	dataset	and	challenge	2017
– [Making	the	V	in	VQA	Matter:	Elevating	the	Role	of	

Image	Understanding	in	Visual	Question	
Answering,	Y.	Goyal,	D.	Batra,	D.	Parikh,	CVPR	
2017]

[CLEVR:	A	Diagnostic	Dataset	for	Compositional	
Language	and	Elementary	Visual	Reasoning,	
Justin	Johnson,	Bharath Hariharan,	Laurens	van	
der	Maaten,	Li	Fei-Fei,	C.	Lawrence	Zitnick,	Ross	
Girshick,	CVPR	2017]

– Questions	testing	various	aspects	of	visual	
reasoning	including	attribute	identification,	
counting,	comparison,	spatial	relationships,	
and	logical	operations.

Are	there	an	equal	number	of	large	
things	and	metal	spheres?	



MLIA/Chordettes team: Matthieu Cord http://webia.lip6.fr/~cord
D.Picard (CNRS delegation), PhD T. Durand, T. Robert, T. Mordan, X. Wang, M. Blot, M. 

Carvahlo, H. BenYounes, R. Cadene, Y. Chen, E. Mehr, M. Engilberge, D. Brooks;
Collab. N. Thome (CNAM), P. Perez (TECHNICOLOR)

MUTAN: Multimodal Tucker Fusion for Visual Question Answering
H. Ben-Younes*, R. Cadene*, N. Thome, M. Cord, ICCV (2017) (*equal contrib.)
Pytorch code: https://github.com/Cadene

Our Deep Recipe Reco on your mobile:  visiir.lip6.fr

Recent refs. on Deep learning for Visual Recognition
- Deformable Part-based Fully Convolutional Network for Object Detection, T. Mordan, N. Thome, M. Cord, 

G. Henaff, BMVC 2017 (Best paper)
- WILDCAT: Weakly Supervised Learning of Deep ConvNets for Image Classification, Pointwise 

Localization and Segmentation, T. Durand, T. Mordan, N. Thome, M. Cord, CVPR 2017 
- WELDON: Weakly Supervised Learning of Deep Convolutional Neural Networks, T. Durand, N. Thome, 

M. Cord, CVPR 2016 
- Deep Neural Networks Under Stress, M. Carvalho, M. Cord, S. Avila, N. Thome, E. Valle, ICIP 2016
- LR-CNN for fine-grained classification with varying resolution, M Chevalier+, ICIP 2015
- Learning Deep Hierarchical Visual Feature Coding, H. Goh+, IEEE TNNLS 2014
- Sequentially generated instance-dependent image representations for classification, G Dulac-Arnold, L 

Denoyer, N Thome, M Cord, P Gallinari, ICLR 2014
- Top-Down Regularization of Deep Belief Networks, H. Goh, N. Thome, M. Cord, JH. Lim, NIPS 2013


